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Children create imaginary friends because real people are complex and unpredictable, and 
imaginary friends are simple and controllable. Imaginary friends don’t have hidden thoughts, 
feelings, or motives; they have (and do) whatever you want. They exist solely for you.  
 
The problem with imaginary friends is that they are limited—not only by your imagination but 
also to your imagination. But imagine if they weren’t. Imagine if you could really see and interact 
with your imaginary friend, but they still existed only to and for you. 
 
We now have the technology to bring your imaginary friend to life. With augmented reality, you 
can give your imaginary friend a virtual body; with eye tracking technology, you can give your 
friend the gift of sight; with transcranial magnetic stimulation, you can give your friend the ability 
to interact with you; and with physiological monitoring, you can give your friend the ability to 
understand how you’re doing on an even deeper level. 
 
First, let’s give your friend a body.  
 
If you’ve ever played the Sims, you know how 
easy it is to design a person with the features, 
style, and personality of your choice. 
Technically, your friend doesn’t even need to 
be human. You can create and customize your 
friend however you’d like. Then, using either 
a handheld device or head-mounted display, 
depending on your personal preference, you 
can augment your reality by projecting the 
virtual version of your friend into your 
environment. This will allow you to see your 
friend, both in real time and in the real world. 
No one else will know your friend is there, but 
you will know, and your virtual friend will 
seem very real to you. This realistic 
representation is what makes augmented 
reality useful in such a wide variety of fields, 
including medicine, entertainment, and 
education. With your new virtual friend, we 
can add companionship to that list as well! 
(Chicchi Giglioli, Pallavicini, Pedroli, Serino, 
& Riva, 2015) 
 
 
  



Second, let’s give your friend the gift of sight.  
 
Using eye-tracking technology, or corneal 
reflection tracking if you want to get technical, 
your friend can look deep into your eyes to 
assess your desires, needs, and emotional state—
all based on the size of your pupils! You could 
also say these things, but messages delivered 
through eye movements are easier for computers 
to compute than voice recognition is (Al-
Rahayfeh & Faezipour, 2013). Also, since no 
one else can see your friend, you may not want 
to look like you’re talking to yourself. 
Employing eye-tracking for communication is 
subtle, effective, and reliable, and with recent 
developments, you can rotate your head freely 
without your friend losing track of you 
(Morimoto & Mimica, 2005). 
 

 
Third, let’s give your friend a sense of “touch.”  
 
Through non-invasive transcranial magnetic 
stimulation (TMS), your virtual friend can 
interact with your movements. Researchers 
have animated virtual hands that move in 
response to TMS pulses in the motor cortex 
(Bassolino et al., 2018). That means, if you 
raise your hand for a high five, your virtual 
friend won’t leave you hanging. And by 
matching your movements, they also won’t 
miss your hand like some humans somehow 
manage to do.  
 
The only problem is that you wouldn’t actually 
be able to feel the pressure of contact: it would 
be illusory. If, however, you did want to feel 
that contact, researchers are developing ways to 
convey sensory information, such as location 
and pressure, through intracortical 
microstimulation of the somatosensory cortex 
(Tabot et al., 2013). This is how people with prosthetic limbs are able to interact with objects in 
their environment (Flesher et al., 2016). However, this sense of touch does involve implanting 
microelectrode arrays into your brain (Flesher et al., 2016). Although invasive, these electrodes 
would not be painful due to the lack of pain receptors in your brain. But surgery is surgery, so it’s 
up to you if you think that’s worth it—how much do you really like being hugged? 



Finally, let’s give your friend the ability to understand how you’re doing.  
 
Using psychophysiological monitoring, your friend can assess your current mental, physical, and 
emotional states. Your heart rate variability (HRV) reflects your physical and mental health 
(Thayer, Hansen, Saus-Rose, & Johnsen, 2009), and your physiological arousal reflects your levels 
of happiness, stress, depression, and distress (Pietro, Silvia, & Giuseppe, 2014). By knowing how 
you’re feeling, your friend can respond to your needs more effectively. Researchers have coined 
this response affective computing (Pietro et al., 2014). 
 

    
 
You might be thinking, isn’t programming and applying all this technology more effort than just 
going out and making a real, fleshy friend? Perhaps. But not everyone is great at making new 
friends. You may struggle to create and maintain friendships due to autism, social anxiety, or 
various other reasons. Bringing your imaginary friend to virtual life could not only provide you 
with a comfortable and fulfilling relationship, but also your friend could assist you with developing 
important skills such as interpersonal communication, which is useful both for making friends and 
for nailing job interviews! Whether you desire a listener or a sounding board, your virtual 
companion can be of great service. 
 
Plus, even if you are great at making real friends, you can still benefit from your imaginary friend’s 
technology. Have a crush on someone? Your friend will know by your pupil dilation and be your 
wingman. Feeling stressed? Your friend will know by your physiological arousal and help you 
relax. Tackling a problem with a high cognitive demand? Based on your HRV, your friend will 
have an idea of whether you can handle the situation or need assistance (Thayer et al., 2009). With 
all this understanding of you, your friend will know exactly what you want, when, and how to 
help. They’ll be there for you, when you want, for as long as you want. Moreover, advances in 
artificial intelligence and machine learning will help your friend learn from their mistakes and 
improve, so they can better serve you, even as you change. After all, they exist solely for you.  
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